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Introduction

Informetric (scientometric o bibliometric) maps are important means for representing qualitative features of data sets. This
practice for multivariate data has been available for some decades. Implementing such techniques requires general-purpose
statistical software, e.g. STATISTICA, SAS, SPSS, or dedicated software, e.g. Leximapp, Tetralogie, Matrisme, and
Vantagepoint. Other approaches use algorithms based on differential equations, i.e. BibTechMon. The application of
artificial neural networks (ANN) to informetric data is still at a development stage e.g. NEURODOC; while some scholars
consider such applications of difficult implementation. Nevertheless, unsupervised ANN as Kohonen algorithm (self-
organizing maps - SOM) seems to be a suiTable approach for informetric "data mining" (DM) seeking "knowledge
discovery" (KD).

Map metaphors have been associated with the handling of non-geographic information for a long time. It was probably Paul
Otlet, one of the first in making explicit reference to the mapping of intellectual domains, envisioning the use of maps in the
exploration of unknown information terrain (Skupin 2000). Otlet was the first in using the word "bibliometrics" in his
"Traité de Documentation”, 35 year before Alan Pritchard reintroduce and popularized it. Otlet considered that, "... in every
knowledge order, measure is a higher form of knowledge ..." (Otlet 1934).

Multidimensional scaling (MDS), principal component analysis (PCA), and self-organizing maps (SOM) are the most
commonly used methods for multivariate data analyses. In terms of complexity and computational efficiency, MDS does
not scale up very well for large data sets, neither does PCA. Self-organizing maps (SOM), also known as Kohonen maps,
are based on an artificial neural network approach. Being computational intensive, they produce meaningful results even for
large data sets, receiving great attention in the visualization of text documents (Skupin 2000).

As Usama M. Fayyad states, "... Knowledge Discovery in Databases (KDD) is concerned with extracting useful information
from databases... The term data mining has historically been used in the database community and in statistics (often in the
latter with negative connotations to indicate improper data analysis). We take the view that any algorithm that enumerates
patterns from, or fits models to, data is a data mining algorithm. We further view data mining to be a single step in a larger
process that we call the KDD process ... KDD’s goal, as stated above, is very broad, and can describe a multitude of fields
of study. Statistics has been preoccupied with this goal for over a century ... (Fayyad 1997)

Our general framework for technology watch is based on the french standard for "Watch services and watch system
introduction services" (Std. AFNOR XP 1998), while data mining for that purpose is guided by the CRISP-DM (2000)
(CRoss-Industry Standard Process for Data Mining). Our bibliometric work is based on the MOBIS Pro-Soft approach
(Sotolongo-Aguilar 2000), where Viscovery® SOMine Enterprise Edition Version 3.0 software is used for creating SOM.
In doing so, steps followed according to recommendations of Guido Deboeck (PCAI Magazine 1999, submitted paper)

Viscovery® SOMine is a tool for advanced analysis and monitoring of numerical data sets. Based on the concept of Self-
Organizing Maps (SOM), it employs a robust variant of unsupervised neural networks, namely Kohonen’s Batch-SOM,
which is further enhanced with a new scaling technique for speeding up the learning process. This tool provides a powerful
means to analyze complex data sets without prior statistical knowledge. There is no need to be familiar with the basic
algorithm. The user is guided through the training process by an environment of well-defined settings and defaults. Fairly
practiced users can, however, tune a number of SOM creation parameters, while focused users may appreciate to be offered
an efficient way to control data pre processing. Inside Viscovery® SOMine, a two-dimensional hexagonal grid realizes the
SOM. Starting from a set of numerical, multivariate data, the "nodes” on the grid gradually adapt to the intrinsic shape of
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the data distribution. Since the order on the grid reflects the neighbourhood within the data, features of the data distribution
can be read off from the emerging landscape on the grid. The training process is time- consuming and may be followed by
the user on a progress graph. In a second step, the data representation contained in the trained SOM is systematically
converted for use in a spectrum of visualization techniques. Evaluating dependencies between components, investigating
geometric properties of the data distribution, searching for clusters, monitoring new data—just to mention a few options—
thereby become an intuitive and inspiring interactive process. In parallel, numerical information, such as cluster statistics,
can be retrieved on demand at any time (Viscovery SOMine 1999)

In this paper informetric - SOM Case Studies are presented. In each case dozens of maps were obtained (some presented in
this paper), eliciting features necessary for analysis. These studies could be seen as tasks performed in the framework of
technology watch activities using DM & KD approaches.

Case Studies

A. Measuring the scientific production of Latin America in the field of agriculture.: a bibliometric
study (Saavedra-Fernandez, Sotolongo-Aguilar 1999)

The aim of this study was to explore the performance of Latin American and Caribbean (LA&C) countries in agricultural
sciences. With this purpose we mapped a data set of 20 variables (features) from 22 Latin-American countries (title row and
second column in Table 1). Variables (indicators) used were: 1) population per million inhabitants; 2) economic-active
population per million inhabitants; 3) GIP in million U$D; 4) expenses in R&D in million U$D; References in: 5) SCI; 6)
PASCAL; 7) INSPEC; 8) COMPENDEX, 9) CA; 10) BIOSIS; 11) MEDLINE; 12) CAB; 13) ICyT; 14) IME; 15) Journal
in LATINDEX Directory; 16) % of World reference in CAB; 17)References in CAB per 100 thousand inhabitants; 18)
References in CAB per 1000 millions USD GIP; 19)References in CAB per R&D expenses in million U$S; 20) References
in CAB per 100 researchers (equivalent).

Data was obtained from RICyT, the Iberian-American Network of Science and Technology Indicators (Red Iberoamericana
de Indicadores de Ciencia y Tecnologia 1999) corresponding to 1996; and data from Latindex, the Directory of Latin-
American Journal data (Alonso-Gamboa 2000) from 1997. Data was structured in a 22 X 20 (country X indicators) matrix
and used as input for training an ANN based on Kohonen Algorithm.

Summary of map history:

* SOM settings and data pre processing the scaling of data was set to variance; all data with the same priority and a
sigmoid transformation was applied. Training was by default set to 36 cycles; tension was set to 0,5 also by default.
Training schedule used was Accurate, exact mode for 2000 nodes. Map ratio was set to square.

e Map history description: Training started Thursday, 13 April of 2000 at 12:51:56, while Training ended Thursday, 13
April of 2000 at 12:55:01, lasting 3 minutes. Final errors were: Normalized distortion: 1,108E-016, and Quantization
error: 5,046E-018.

The resulting SOM (Figure 1) was further explored for analysis purpose (Figure 2 and Table 1). Figure 1-show clusters
formed as result of training a SOM with all data, while Figure 2 shows a SOM resulted by considering only CAB-related
data (variables 16 - 20). Explanation of the two SOM statistics for average data are shown in Table 1. Stared (*) clusters in
Figure 2 (corresponding to columns 2 and 4 in Table 1 shows the following: in case of C1* there is an increase of all
parameter except those of CAB-related indicators, while for C2* members there is a considerable reduction of all
parameters except for those CAB-related. Columns 3 and 5 shows the ratio of C1*/C1 and C2*/C2. Results suggest that
Caribbean countries (Panama, El Salvador, Trinidad & Tobago, Barbados, Jamaica, Costa Rica and Cuba) shows the best
performance in agricultural science production (output) according to input resources, compared to the rest of the countries
including the Big Three (Argentina, Brazil and Mexico), that remain unchanged for both clustering.

B. Self-organizing map of Latin America & Caribbean scientific journals (Saavedra-Fernandez, Sotolongo-
Aguilar 1999)

The purpose here was to identify variables that could improve the visibility of (LA&C) science and technology publications.
In this case, we mapped a data set of 19 variables (features) from 22 (LA&C) countries from the same sources of (Red
Iberoamericana de Indicadores de Ciencia y Tecnologia 1999), corresponding to 1990-1997; and data from Latindex, the
Directory of Latin-American Journal data (Alonso-Gamboa 2000) corresponding to year 2000 countries (title row and
second column in Table 2). The average of each indicator for the 8 year data set from RICyT for each country was
calculated as well as the rank. The rank of data from Latindex was also obtained. All variables (indicators used were ranked
data for: 1) Journals included in the LATINDEX Directory; Latin American Journals processed by 2) SCISEARCH; 3) CA;



4) BIOSIS; 5) MEDLINE; 6) CAB; References in 7) SCI; 8) PASCAL; 9) INSPEC; 10) COMPENDEX, 11) CA; 12)
BIOSIS; 13) MEDLINE; 14) CAB; 15) ICyT; 16) IME; 17) References in SCI per 100 thousand inhabitants; 18) References
in PASCAL per 100 thousand inhabitants; 19) References in SCI per 1000 millions U$D GIP. With all ranked data of 19
indicators from 22 countries, a 19 X 22 (country X indicators-rank) matrix was structure and used as input data for training
an ANN based on Kohonen Algorithm.

Summary of map history:

»  SOM settings and data pre processing SOM setting and pre processing was similar to the former.

* Map history description: Training lasted 1 minute, and final errors were: Normalized distortion 0, and Quantization
error 0.

The resulting SOM (Figure 3e) was further explored for analysis purposes (Figure 3 a, b, ¢, d and Table 2). Figure 3e was
trained withe all data, while the rest, Figure 3 a, b, c, d are the result of only considering: a) data from LATINDEX; b)
journals processed by big information services (variables 2-6); c) references of Latin America present in big references and
information services (GSIR) (variables 7 -16); d) relative indicators (variables 17 - 19). Results suggest the idea that Latin
American effort is not enough to achieve the desired visibility in science and technology.

C. Nonlinear dynamics in biomedicine: bibliometric exploratory data analysis and data mining
(Sotolongo-Aguilar, Carrillo-Calvet ongoing research)

This application shows preliminary results of an ongoing research in the field of nonlinear dynamics in biomedicine. It
moves in a much more complex direction than the two previous application, bearing in mind that here we pursue
identification of research trend in a scientific field. Pre-processing and processing is much more time consuming and
complex. Firstly, the identification of clusters of different features, e.g. keywords, substances, theoretical research,
application research. In second place, incorporating data of the obtained clusters (adding value) to original data set; and
finally, finding out research trends as a result of mapping the value added data set. In this case the aim was to map trends of
research, based on values added to data set (database) extracted from clustering different features previously mapped.

For MESH, Nonlinear Dynamics is considered the study of systems, which respond disproportionately (nonlinearly) to
initial conditions or perturbing stimuli. Nonlinear systems may exhibit "chaos" which is classically characterized as
sensitive dependence on initial conditions. Chaotic systems, while distinguished from more ordered periodic systems, are
not random. When their behaviour over time is appropriately displayed (in "phase space"), constraints are evident which are
described by "strange attractors". Phase space representations of chaotic systems, or strange attractors, usually reveal fractal
(FRACTALS) self-similarity across time scales. Natural, including biological, systems often display nonlinear dynamics
and chaos. This is a fruitful research field and its exploration could lead to a better structuration of research projects in
biomedicine.

For this study, a data set of 1884 records was obtained from PubMed 1990-2000, using the search equation: nonlinear
dynamic [MESH]. Estimation of parameters for complete bibliography is 92% of articles and 85% of journals (Egghe
1990).

The Domain Features Clustering Schedule defined was the following:

No. |Domain Feature Methods / Fields Envolved Graph [Basic-Matrix] Resulting SOM - Ward Cluster
Clustering Code
1|Basic
time development count / years graph (number of references
per year)

team size / kind of research (applied- |average / number of signatures graph (average signatures per

theoretical) year)

research complexity [id, research complexity] BASIC B

years

count / number of keywords

count / number of substances

count / number of document types

count / number of signatures

2|Subject correlation of coocurrence / [mesh+year] MESH M
mesh+year
3|Substances correlation of coocurrence / [substances+year] SUBSTANCES S

substances+year




No. |Domain Feature Methods / Fields Envolved Graph [Basic-Matrix] Resulting SOM - Ward Cluster
Clustering Code

4(Authors correlation of coocurrence / [authors+year] AUTHORS A
authors+year

5|Document Type correlation of coocurrence / [document type+year] DOC-TYPE D
document type+year

6|Affiliation correlation of coocurrence / [affiliation+year] AFFILIATION F
document type+year

7|Country of Publication correlation of coocurrence / country | [country of publication+year] COUNTRY C
of publication+year

8|General Domain Features correlation of coocurrence / All [All Clusters] GENERAL-DOMAIN- G
Clusters FEATURES

Here we only describe the method for Clustering Code M. The method for clustering the rest of the Codes is the same.
Considering the year as an extra keyword, we obtained MESH coocurrence. Similarity matrix was obtained with multiple
Pearson correlation all for 251 variables representing those MESH terms with a frequency of 9 or more (occurrence over
0,48 % in the whole data set).

Summary of map history:

* SOM settings and data pre processing SOM setting and pre processing were similar to two other studies except that
training was by default set to 39 cycles and map ratio was set to principal plane 100:77 ratio.

e Map history description lasted 26 minutes and final errors were: Normalized distortion 0.007716 and Quantization error
0.0003153.

The resulting first generation map Figure 3, was only labelled with stared (*) major MESH. The statistic of average data for
each cluster was obtained, and the original database was value-added, classifying documents belonging to each cluster with
its Cluster Code. Groups of documents (cluster-coded) were created in the database. Preliminary results at this stage shows
how this domain has evolved since 1993 with work mainly in subjects covered by cluster M4, followed in 1994 with cluster
M1 and then in 1995 with subjects covered in cluster M2. Finally during last years since 1996 till 2000, main research was
conducted in subjects included in cluster M5.

A second generation of maps was obtained for each cluster (not included in this paper). For a second generation of clusters,
the method is the following: for each cluster, nodes are filtered and with resulting average data for each node, other ANN is
trained in similar conditions as described above. Again members of each cluster are identified and database classified,
adding value to it for further analysis.

The procedure will conclude when the whole Domain Features Clustering Schedule is completed. This is an ongoing work
in the frame of analysis where database is enhanced. A final map GENERAL-DOMAIN-FEATURES will result by training
an ANN with data from a matrix of All Clusters.

The former approach outcomes are two tools. On one hand, a set of maps aiding clients (analysts) to get insight to data, and
on the other hand, a searchable value-added database where original data could be found. In a way, this consists on an
enhancement of MOBIS-Pro-Soft methodology approach for small and medium size corpora presented during the last 7.
ISSI Conference (Sotolongo-Aguilar et al 2000).

Conclusions

Mining informetric data with self-organizing maps is useful for eliciting qualitative features from data. The wealth of tables
and matrixes obtained during regular bibliometric or scientometric studies could be used as input for training ANN with the
purpose of obtaining a better insight to data. Data analysis is enriched due to the fact that data could be explored to obtain
models from it, instead of pre-establishing the models of data. Visual exploration enriches analysis while help end-user to
better understand features highlighted. Further research should be conducted for validation of results.
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Table 1 Cluster’s statistics summary of countries according to general and specific indicators relates to CAB data (Figures

1and 2)
No. Indicators C 1: panama, el C1* C1*/ C2:cuba, C2* C2*/C2 C3: C 3%
salvador, trinidad guatemala, C1 chile, panama, el argentina, argentina,
y tobago, ecuador, venezuela, salvador, mexico, mexico,
barbados, uruguay, chile, colombia  trinidad y brasil brasil
jamaica, costa rep dominicana, tobago,
rica, guatemala, bolivia, barbados,
ecuador, paraguay, jamaica,
uruguay, rep venezuela, costa rica,
dominicana, peru, honduras, cuba
bolivia, paraguay, colombia,
peru, honduras, nicaragua
nicaragua
1 poblacion_millo 6,38 13,79 2,16 21,82 4,34 0,20 94,96 94,96
nes
pea_millones 2,44 5,42 2,22 10,52 1,06 0,10 41,45 41,45
3 pbi_millones- 12728,27 31653,58 2,49 60691,50 7692,43 0,13 450044,67 450044,67
usD
4 gasto_CYT_mill 53,00 282,33 5,33 706,00 362,00 0,51 6828,67 6828,67
ones-U$D
5 scicesearch 104,67 318,00 3,04 876,25 179,86 0,21 4968,00 4968,00
6 PASCAL 41,67 128,83 3,09 354,25 70,86 0,20 2250,67 2250,67
7 INSPEC 5,53 48,75 8,81 147,00 12,29 0,08 1451,33 1451,33
8 COMPENDEX 3,60 37,17 10,32 118,25 11,57 0,10 889,33 889,33
9 CA 22,33 123,83 5,54 421,00 76,14 0,18 2534,00 2534,00
10 BIOSIS 58,20 151,08 2,60 427,75 110,14 0,26 3353,67 3353,67
11 MEDLINE 24,60 82,83 3,37 230,75 42,57 0,18 1432,00 1432,00
12 CAB 44,33 109,92 2,48 381,00 124,29 0,33 1794,00 1794,00
13 ICYT 2,47 8,33 3,38 46,00 17,29 0,38 54,67 54,67
14 IME 4,00 8,67 2,17 29,50 10,57 0,36 42,00 42,00
15 Directorio_Latin 21,50 49,55 2,30 150,75 63,20 0,42 522,33 522,33
dex
16 CAB%mundial 0,03 0,07 253 0,25 0,08 0,32 1,19 1,19
17 CAB_100mil_h 1,73 0,78 0,45 2,40 3,74 1,56 2,07 2,07
ab
18 CAB_pbi_mil_ 8,08 3,45 0,43 12,15 18,34 1,51 104,17 104,17
mill
19 CAB__gasto_i 2,14 2,13 0,99 2,30 2,33 1,01 0,87 0,87
+d_mill_U$D
20 CAB_100_inve 8,61 4,67 0,54 5,43 12,15 2,24 5,10 5,10
st_ejc

* Clusters with CAB’s data



Table 2 Cluster’s su,,ary statistics of Figure 3e - LA &C - with all indicators
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Matching 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1
records
Matching 4.5 45 45 45545 45 9.0945 45 45 45 45 45 45 45 45 45 45 45545 45
records 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
(%)

1 Revistas 10 9 15 16 16 13 21 12 6 20 3 11 2 8 4 18 7 14 19 5 1
(2000)

2 rev._scice 10 6 10 10 10 10 10 10 6 10 3 10 1 10 6 10 3 10 6 2 3
search

3 revCA 9 4 1 9 9 9 9 9 4 9 9 9 4 9 1 9 1 9 9 4 4

4 rev_BIO 6 5 12 12 12 12 12 12 6 12 1 12 2 12 3 6 6 12 6 6 3
SIS

5 revMED 6 2 6 6 6 6 6 6 6 6 1 6 2 6 6 6 2 6 6 2 6
LINE

6 rev_CAB 7 7 7 7 7 7 7 7 7 7 1 7 2 7 5 7 3 7 5 7 3

7 sci_prom 11 9 16 18 17 12 205 15 7 6 1 14 3 10 8 19 5 22 13 4 2
edio

8 pascal_p 9 7 15 21 17 14 185 16 4 11 1 13 2 10 8 20 5 22 12 6 3
romedio

9 inspec_p 10 7 17 14 15 16 205 17 4 12 1 13 2 8 11 19 5 22 9 6 3
romedio

10 compend 10 7 16 21 14 14 18 17 5 13 1 12 2 9 11 19 4 22 8 6 3
ex_prom
edio

11 ca_prom 9 7 15 20 17 13 185 16 4 11 1 14 3 8 10 21 5 22 12 6 2
edio

12  biosis_pr 9 7 16 21 17 12 16 14 4 10 1 15 3 8 11 18 5 22 20 6 2
omedio

13 medline_ 9 7 17 21 16 13 185 14 4 8 1 15 2 10 11 20 5 22 12 6 3
promedio

14  cab_pro 9 7 16 21 19 14 19 13 5 12 1 15 3 10 8 17 6 22 11 4 2
medio

15 icyt_pro 8 7 11 14 20 15 175 18 4 20 5 12 3 9 10 15 6 13 20 2 1
medio

16 ime_pro 11 8 15 14 21 16 175 12 4 21 5 9 3 7 13 19 6 10 19 2 1
medio

17 sci_100m 6 12 9 10 14 15 20 20 7 18 13 22 8 2 3 11 5 16 1 17 4
ilhab_pro
medio

18 pascal_1 6 9 8 10 14 15 20 20 6 17 13 22 12 5 3 11 4 18 1 16 2
00milhab
_promedi
o)

19 sci_pbimi 8 4 13 10 12 17 205 16 3 11 18 22 6 1 2 14 7 15 5 19 9
II_U$Db

promedio
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